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l. INTRODUCTION

Let X be a normed linear space over the field of the real or complex
numbers and let X' be its dual space. We study the set-valued mapplllg

2(x):= {LEX':! L! I and L(x) I x :.

which associates to each x E X the peak sci 2(x).
First, we apply the known fact that 1.' is upper semicontinuous [12, 3] to

some problems in the theory of Chebyshev-approximation of continuous
vector-values functions.

Let V be a subset of X and x E X. An element 1'0 E V is called a best
approximation for x by elements of the set V whenever II x - 1'0 i! -­
min{li x - v .1: v E V}. For x c X, we denote by Pv(x) the set of all best
approximations for x by elements of V. The set-valued mapping P v is called
the metric projection associated with V'.

For T a locally compact Hausdorff-space, Co( T, X) denotes the space of
continuous functions f: T -)- X which vanish at infinity. that is for each
E 0 the set

is compact. This linear space is provided with the Chebyshev-norm

Ilf) : max{ If(t),!x : t 7-)
J'

(I n order to distinguish between the norms in Co( T, X) and X we shall some­
times denote the latter by !I . ilx). If X is the real axis Rand T a compact space
we shall simply write C(T) instead of Co(T, R).

We prove by a direct method which does not usc the representation of the
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extreme points of the unit-ball in the dual space of Co(T, X), that the gener­
alized Kolmogorov-criterion is always sufficient to ensure that Vo E V be a
best approximation for .rE Col T, X). Then we characterize the so-called
Kolmogorov-sets, that is, those sets for which the Kolmogorov-criterion is
also necessary. In the limiting cases this characterization reduces to one
which is known [4, 5, 6, 10]. A direct approach to such a characterization is
desirable because the results for Co(T, X) are rather difficult to derive from
the general results for normed linear spaces, cf. for instance [10], where such
a derivation is performed for ColT, H), where T is a compact and H a pre­
Hilbert space.

In the second part of the paper we study spaces X which have the property
that to every point X o E X there exist certain neighborhoods U and points
Xu E U such that E(x) C E(xu) for all X E U. We show that in spaces with
this maximum property each moon is a Kolmogorov-set. (The concept of a
moon was introduced and studied by Amir and Deutsch [1].) We show that
the (A)-spaces of Brosowski and Deutsch [7] have this maximum property.
Furthermore, we demonstrate that the (QP)-spaces of Amir and Deutsch [1]
are characterized by the property that each Xo E X has a neighborhood U
such that E(x) C E(xo) for every x E U. Finally, we point out that spaces
which have this maximum property of the peak-set-mapping are strongly
non lunar in the sense of Amir and Deutsch [I].

In the third part we show how the (Pj-spaces of Brown [11] are character­
ized by an elementary property of E. Furthermore, we demonstrate that in
(P)-spaces the continuity of the set-valued metric projection Pv(x) associated
with a subset V of X, which was proved by Brown for linear subspaces
only, also holds for certain convex approximatively compact sets V. An
example will show that this continuity is not valid for an arbitrary convex
compact set V.

2. THE UPPER SEMICONTINUITY OF 17

We begin by recalling some definitions (cf. [2, p. 114]).

DEfiNITION 2.1. Let T and Y be topological spaces.

(a) A set-valued mapping A: T-+ Y is called upper semicontinuous
if for each to E T and each open set U C Y with A(to) C U there is a neigh­
borhood V of to such that A(t) C U for all t E V.

(b) A set-valued mapping A: T --+ Y is called lower semicontinuous if
for each to E T and each open set U C Y with A(to) n U =F Zi there is a
neighborhood V of to such that A(t) n U for all t E V.
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The terms upper and lower semicontinuous will be abbreviated by usc and
lsc, respectively. A set-valued mapping A: T -~ Y is called continuous if it
is usc and lsc.

We assume throughout this paper that the closed unit ball

B(X'):=(Lec)(': L J]

in the dual space X' is endowed with the weak topology u(X', X). Hence,
B(X') is compact.

LEMMA 2.2. The bilinear jimction 'P(x, L) := L(x) is continuous on
X X B(X').

Proof Let Xo EX, Lo E B(X') and E O. Define

U :~~ {x EX: 'i x .~. X O ,I E/2)
and

V:= {L E B(X') : I L(xo)~ Lo(xo)] E/2}.

Then U and V are neighborhoods of X o and Lo , respectively. For
(x, L) E U X V, we obtain

, L(x) - Lo(xo)1

! L(x) ~ L<-yo) I + I L(xo) -- Lo(xo)I
x .~ Xo -+ E/2 < E.

COROLLARY 2.3. Let T be a topological space, andf: T -->- X a continuous
mapping. Then the jimction q)(r. L) : c== L(f(t) is continuolls on T X B(X').

LEMMA 2.4. The set-valued mapping 2.': X -->- B(X'), which is defined by

L'(x): (LEB(X'):L(x)=~ xl:,
is usc.

Proof By virtue of (2.2) the function F(x, L) :~ L(x) I' x Ii is contin-
uous on X x B(X'). The graph r of }; may be represented by

r :== {(x, L) c X X B(X'): L E.E(X)}

=". {(x, L) E X X B(X') : F(x, L) = 0).

Hence, r is closed, and .E is usc (cf. [2, p. 118]).
From the continuity properties of a set-valued mapping follow continuity

properties for some associated real functions as demonstrated in the next
lemma, which is a consequence ofa theorem of Berge [2, p. 122, Theorem 2].
For single-valued real functions we use the usual semicontinuity concepts
which must not be confused with those of definition (2.1).
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LEMMA 2.5. Let T be a topological space, A: T --+ B(X') an usc set-valued

mapping such that A(t) is nonvoid and compact for every t E T, and let
f: T -)- X be a continuous function. Then the real functions

<p(t) :== min{Re LU(t)) : L E A(t)},

f(t) := max[Re Lif(t): L E A(t)]

are Isc and usc, respectively.

From (2.4) and (2.5) we may conclude the following corollary immediately.

COROLLARY 2.6. Let T be a topological space and f, g : T --+)( contin­

uousfunctions. Then the real function

<p(t):= min{Re L(f(l)): LE.E(g(t»]

is lsc.

3. THE GENERALIZED KOLMOGOROV CRITERION IN Co(T, X)

By g(X') we denote the set of extreme points of B(X') and, for x E X, by
g(x) := Ep(.E(x» the set of the extreme points of .E(x). For f E CoP", X), we
define

MU) := {t E: T: f(t)lix = Ilf,!]·

Best approximations in a normed linear space X may be characterized by
use of Singer's generalization of the classical Kolmogorov criterion [14,
p. 62]: Let V be a linear subspace of X, x E XI, V and VoE V. Then Vo is in
Pv(x) if and only if

min{Re L(v - vo) : L E 6(x - vo)} 0, for all v E V.

The application of this criterion in the space Co(T, X) requires knowledge
of the extremal functionals on Co(T, X). Such knowledge is rather difficult
to obtain. In the case T compact and X a Banach space Singer [14, p. 191],
and in the general case Brosowski and Deutsch [7], have proved that a linear
functional A on Co(T, X) is extremal if and only if there is a point to E T
and an extreme point Lo of B(X') such that

AU) = Lo(f(to») for all fE Co(T, X).

We have mentioned these results in order to show that the following
results, which we arrive at by a direct approach, fit in the general framework
of theorems of characterization in normed linear spaces.
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At first we state the sufficiency part of the generalized Kolmogorov cri­
terion.

THEOREM 3.1. Let V be a subset of Co(l", X), and f and 1"0 elements of
CoCT, XY'Yand V, respectively. Whenever/or each l' E V the inequality

min{Re L(v(t) - vo(t) : t E MU- 10) and L E [(fU) -- 10U»J o (I)

holds, then 1'0 is a best approximation/or f by elements of V.

Remark. At first we show that the minimum in (I) is always attained.
Since the set

r >=iU, L) E T B(X') : t E ;'vIU-- 1"0) and L E J..,'cl(t) - l'o(t»)

is a compact subset of T :> SeX'). and the function

CPu, L): Re L(I'U) loU))

is continuous on T X B(X'), there exists Uu , Lo} E r such that

The set
{L1 E I:(jU0)- 1'0Uo» : CPUu ' L1 )

= min{<Puo • L): LEL(jUo) -l'oUo»::

is a nonvoid extremal subset of I:(jUo) voUo». Therefore, it contains
extreme points. These are also extreme points of L(jUo) .- l'oUo))' Thus, the
functional Lo may be chosen in I; (/Uo) 1"0(10», and the minimum in (l)
is attained.

Proof of theorem 3.1. Suppose that 1'0 is not a best approximation for
f Then there exists an element l' E V such that

forall tET. (2)

By (1), there is to E M(f- vol and Lo E I;(j(tu) - I·'u(lo» with

Hence, it follows that

f (to)-- vUo)lIx ?: Re LoU (to) -- r(to»)

= Re LoUUu) - 1"0Uu») - Re Lu(v(lo)- roUo))

=-'c iI - 1'0 - Re [0(1'(10) .- ('o(to» I - 1'0

which contradicts the supposed inequality (2).
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It is well known that the Kolmogorov criterion is always necessary for
convex but not for arbitrary sets V. Those sets V for which the Kolmogorov
criterion is always necessary are called Kolmogorov sets [10]. In order to
describe these sets geometrically Brosowski [4, 6] and Brosowski and
Wegmann [10] introduced the concept of regular sets. So as to avoid further
misuse of the term "regular" we introduce here instead a property (R).

DEFINITION 3.2. Let V be a subset of Co(T, X). We say 1'0 E V is an (R)­
point of V if the following requirement is fulfilled: Whenever for elements
IE Co( T, X), v E V, and an usc set-valued mapping A: T --+ B(X'). which
takes values in the set of closed subsets of B(X') such that A(t):J !rU(t») for
t ':eM(f) the inequality

Re L(v(t) - vo(t) ::> 0

holds for all t EMU) and L E A(t) n 6(X') then there exists for every
" - > 0 an element VA E V such that !i VA ...~ 1'0 < 1\ and

Re L(vit) - vo(t)) > Re L(j(t») - !

for t EMU) and L E AU) n 6(X').

LEMMA 3.3. Let V be a subset of ColT, X), 1:0 an (R)-point of V and
rE eo( T, X). Whenever for an element v E V the inequality

Re L(v(t) - Volt)) :::> 0 holds for t E M(/ - vo) and L E (g'(f(t) -- vo(t)),

then there is for every'\' 0 an element VA E V such that Uo -- VA 'I ,\, and
/ -- l'A :f - 1'0

Proof From the assumption it follows that even Re L(v(t) - 1:0(t)) 0
for t c M(/- 1'0) and L c J;U(r) - 1'0(1». The set M(/ /'0) is compact, and
the function

cP(t) :~ min{Re L(v(l) -~ 1'0U): L EE(f(I)- 1'0(1))) (3)

is Ics. by virtue of (2.6). Therefore, we have cP(I) a 0 for t E /JIJU ~ 1'0)'
The open set U] := {I E T: cPU) a12] contains ,vlU /'0)' Since 1'- 1'0

vanishes at infinity, and cP(t) 1'(1) vo(t)!x, the set U] is relatively com-
pact. Vi is a neighborhood of the compact set AIU -- 1'0)' Since a locally
compact space is a regular space, the closed neighborhoods of a compact
set form a basis of neighborhoods. Hence, there exists an open set [;2 such
that

.\1U-- 1'0) c U,- C V~ CUt.
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For IE T\U,,-, we have
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i(t) coU)j x / 1'0 (4)

From the inclusion [J2 C V1 it follows that

Re L(v(t) l'o(t)) al2 0 (5)

holds for t E [J2 and L E E(jU) l'oU))· Hence. 1'(1)' voU) ,/ 0 and
JU) ~ .. vo(t) cj. 0 for all IE [J2 .

Since [J2 is compact.

is positive. The function

PI(t) := min(i, adU(t) .. vo(t)ilx)

is continuous. (For I with i !(!) - l'o(1)1'x '= 0 put Pl(!) =.-, I.) Since ¢ as
defi ned in (3) is Isc, the set

C := (t E T: ¢(!) 01

is closed, and en VI ==
There exists a continuous function P2 such that 0 < P2(t) I, plO == !

for I EO [J2 and P2(t) = 0 outside VI (cf. [13, p. 247]). Then in particular
P2(t) vanishes for I EO C.

Now define p(t) := PI(t) . P2(/) and f~(t) := vo(t) +- p(t)(f(I) - vo(t» for
I EO T. By construction, we obtain It EO Co(T. X), T\C-:J MCIt .. vo) -:J U2 and
£Cft(t) - vo(t» =-, E(j(/) - vo(/» for those, which have J;(t) - vo(t) cjc O.
Hence, it follows that Re L(v(t) - 1'0(/)) 0 for IE MCft - vo) and
L EO };(J;(/)-~ vo(t»·

By virtue of the lower semicontinuity of the function

¢l(t) := min{Re L(v(/) - 1'0(t» : L E };U~(t) - I'o(t»]

we have <Pl(1)'? b 0, for IE M(ft - vol and L EE(fl(t)- vo(t». For
every I E M(ft - vo), the set

A(I) := {L EO B(X') : Re L(v(t) - volt»~ .? h12]

is closed, and contains ,ff(ft(t)~ vo(/». The set-valued mapping A; T-.. B(X')
is usc since the function (/>(t, L) :== Re L(V(l) -- vo(t») is continuous on
T x B(X'), by (2.3), and the graph of A

T(A) := {it, L) E T x fleX') : (/>(t, L) bl2i
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is closed. Now, since 1'0 is an (R)-point of V, there exists for every A 0 an
element 1',\ EO V such that l:, -- 1'0 'I ,\ and

Re L(v\(t) -- I"o(t)) Re L(.f~(t) - I"o(t» - f~ - 1"0

for t E .MU; - 1'0) and L E A(I) n r'f(.r'}. (6)

SinceifU) .. !'o(f)ix vanishes at infinity and rUe is closed and disjoint
from AIU- 1"0), it follows that

The set-valued mapping

Al(t) :~= :L e B(X'): Re L(I'(t) - I'o(t») h/2:

is usc, by the same reasons as A. Since

the function

4>it) := max{Re L(f;(t) - vo(t» : L e Al(t):

is such that

eMf) < if~(t) - !'o(t)lix = i.t; - Voi

for t E M(.f; - !'o). By (2.5) 4>2 is usc. So we have

Choose A so that

Then we obtain for t E T U2

fIt) - I"Aft) x

Now Jet r be in U2 . Then t is in MUI -- 1'0), since Ue C ,~.1Cr;. -" 1'0)' For
L e AU) n o(X') we obtain by (6)
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On the other hand, for L E AI(t) the inequality

Re L(h(t) -- vA(t» = Re LC/;(t) vo(t» + Re L(vo(t) v,(l)

holds.
Since (A(t) n 6' (X'» u A1(t) "J 6' (X'), it follows that

By construction off; , we have

/;(t)- l!o(f) -~ p(t)C/(f) volt»),

with a function pit) such that 0 p(t) ]. Therefore, for every t E: U2 , we
obtain

f(t) - vo(t).!x-= f(t)-J;(t)!x

f(t) ftit)"x

which yields finally

/;(t) - vo(t)!,x

f1(t) v.\(t)'x

f(f) I'o(t), x for all t T.

We are now ready to give the promised characterization of Kolmogorov
sets in ColT, X).

THEOREM 3.4. A set V C ColT, X) is a Kalil/ogaraI' set if alld only if each
poillt 1'0 ol V is all (R)-point of V.

Proof Let V be a Kolmogorov set. Suppose that there exists some
1'0 E V which is not an (R)-point. That is, there exist f E Co(T, X), v E V and
an usc set-valued mapping A: T --+ B(X'), which takes values in the set of
closed subsets of B(X') with AU)"J 6{f(t) - vo(t», for t E /tv/(f - - /'0), such
that

Re L(vU) - l!o(t» > 0

for tEM(f--vo) and LEA(t)n6(X"), (6a)

and there exists A 0 such that, for every 1'.1 E V with I'A

exist to E M(f- co) and Lu E A(t) n 6(X') so that
l'U A, there
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Hence, it follows that
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f- 1'0 = f(ro) - VoUo)!x

fUo) -- I'A(tO)!!y

and, therefore, 1'0 is a best approximation for ( by elements of
V,1: {L' E v: 1'-1'0 A}.

Since V is a Kolmogorov seL each local minimum of the function
P(v).= f - 1'1 on V is a global one (cf. [10, p. 382]) and the Kolmogorov
criterion is necessary. implying that

min{Re L(L,(t)-- voU» : t E AIU - uo),

L E (;(/(1) - vo(t)): ° for every v E V.

This contradicts (6a). Hence, Uo must be an (R)-poinL
Now let each point of V be an (R)-poinL Suppose V is not a Kolmogorov

seL Then there existfE Co(T, X) and 1'0 E V such that 1'0 is a best approxima­
tion for f, but there is a v E 1/ such that

Re L(v(r) - l'o(r» °
for t 1= /",IU -- 1'0) and L E 6(f(t) - I'o(t».

Since 1'0 is an (R)-poinL by Lemma 3.3, there is an element 1',1 (= V with
(-- 1',1 < -- 1'0 that is. l'o is not a best approximation forlby elements

of V. This contradicts our assumption. Thus. V has to be a Kolmogorov seL
So as to give an application of Defmition 3.2 and to point out that the

most familiar Kolmogorov sets, the convex sets, are easily detected by means
of Theorem 3.4; we now prove the following lemma.

LEMMA 3.5. Let V be a subset ol Co( T, X) which is star-shaped about some
point Co E V. Then 1'0 is an (R)-point ol V.

Proof Let fE Co(T, X). v E V, and let A: T-.- S(X') be a set-valued
mapping with the properties required in Definition 3.2. For A :> 0, choose
p. such that

o < P. < mine'! v - Do I', A)

and define

VA :c= II --;--1..~'i.) L'o -+- I' . P. . I'v,
\ I L -- 1 0 I, .1 L' - Lo !

Since V is star-shaped about 1'0 , the element VA is in V. By construction, we
obtain

1',\ Vo ! -= P. < A
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Re L(rU) coU))

o Re UI(()I if

for r 'vl(() and L AU) 1\ 6(Y'1.

Hence, r{) is an (R)-point of V
NOIv we consider special cases of Definition 3.2. If T consists of just one

point then Co(T, X) is equal to X and Definition 3.2 of an (R)-point of a
subset V of Co( T, .n reduces exactly to that of a regular point /'0 of [' inter­
preted as a subset of X as introduced in [IOJ.

For H a pre-Hilbert space with inner product (., .) and T a compact
space, the concept of a regular point Co of a subset J' of Co( T. H) was stated
by Brosowski [4, 6] as follows: A point Co V is called regular if and only
if, for every I' E V, for every closed subset C C T and for every continuous
function f: C·~ H with

Re(f(t), l'(r) - Co(£») () for lEe.

there exists, for each ;\ 0, an element 1',\ E V such that VA - Vo < ,1 and

for t E C.

First, we note that for x E H the peak set 2:'(x) consists of the only fUllC­

tional L defined by

L(y):= (y, x) for y':c H.

Now let Vo be a regular point of V. and let fE Co( T, H). v E V. and Jet
A: T·>- B(H') be an usc set-valued mapping such that A(t) ~ 6(/(1)) and
Re L(v(t) - vo(t) 0 for t E M(/) and L E A(t) 1\ 6(H'). Then in particular
Re(/(t), vet) - vo(t») 0 holds for t E M(f), and since 1'0 is a regular point
of V there exists for every ;\ °a 1'.\ iC V so that 1'(1 r., ;\ and

This is equivalent to

for t E M(}L

Therefore.

fU)H for each t E M(/).

Re L{fU)) I!
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holds for all t E M(f) and L E B(H'). in particular for the functionals
L E A(t) n tf(H') as required in Definition 3.2.

The proof of the converse statement that each (R)-point in Co(T, H) is a
regular point is more difficult and makes use of parts of the proof of Lem­
ma 3.3. Although both concepts are equivalent the notion of an (R)-point
is formally weaker than that of a regular point.

4. MAXIMUM PROPERTIES OF 1.'

In the Euclidean R2 the only sets U on which E(x) attains a greatest
value in the C-ordering are the sets with 0 E U and the sets which consist of
positive mutiples of one single vector. But there are spaces where each point
admits a basis of neighborhoods U which contain points Xu withE(x) C E(xu)

for all X E U. The space R2 with the Chebyshev-norm is a simple example. We
demonstrate that these spaces have some interest in investigations in "moons"
recently done by Amir, Brosowski, and Deutsch [I, 7].

We recall some definitions and introduce some notations. For x and 1'0
in X we define the open cone

K(1'o , x) := {v EX: Re L(v --- 1'0)

Furthermore, we define the unit sphere in X

ofor L E E(x -- vo)}'

S(X):={XEX: x li

and the open ball

B(XO,E):={XEX: x-xol <E1

with center Xo and radius E.

Let V be a subset of X. An element Vo E V is called a lunar point if
VoE V n K(vo , x) whenever x E X and V n K(vo , x) * .0. The set V is
called a moon if each of its points is lunar.

The definition of a Kolmogorov set reads in this context as follows: V is a
Kolmogorov set if and only if V n K(vo , x) = .0 whenever 1'0 E V is a best
approximation for x.

Each Kolmogorov set is a moon. The converse is not true in general. It
has been noted [1, 7] that in certain familiar spaces, such as C(T) and 11 ,
each moon is a Kolmogorov set Now we give a description of these spaces
in terms of a property (MP) ("maxirnum peak set") of E.
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DEFINITION 4.1. A space X is said to have property (MP) if for each
X o E X there exists a system ~[ of neigh borhoods U of X o such that

(a) For every U E 'l[ there is XL U \vith

tor all x E U.

(b) For every subset we X' which is a neighborhood of .E(xo) in the
topology a(.r', X) there exists U in 'l[ such that L(X(') C ~·V.

For the remainder of this section we assume that the spaces X are over the
field of the real numbers, because no spaces over the complex field have
property (MP). To show this, let X have property (MP), and let Xo c/O be
an element of X. Then there exists a neighborhood U of X o such that XL 0
and .E(x) C .E(xu) for all x in U. If X is over the complex field, there exists
some scalar 0: with Im«(t) 0 such that tXo E U. Since for L E .E(:yxo) the
equality L(cxxo) y i' xo ! holds, the functional L] : c't· L is in
.E(xo)' Hence, we obtain the equality

which is impossible for Xc O.

u,u)
t !

THEOREM 4.2. If X has the property (MP) then every moon is a Kollllo­

gorov set.

Prool Let V be a moon and 1'0 E V a best approximation for fE X by
elements of V. We have to show

min{L(v 1'0) : L (, U - 1'0): ()

for every [' to V. Suppose that there is a [' in ~ such that L( I' . - Vol ~ - () for
all L E 6(f ['0)' Then L(v 1'0) 0 for all L .E(f 1'0) and L([' ['0)

a 0 since .E(f 1'0) is compact. The set

W: :LEX' : L(I' {oj

is an open neighborhood of .E(f /'0)' Since X has property (MP) there is a
neighborhood U oft ['0 and g(' E U such that .E(g) C .E(gu) C W for all
gE U. ForIl:= 1'0 -' gu, it follows that

() for all L 1.'U; - 1'0)'

that is [' E K(eo ,j~). Since ~- is a moon there exists for every ;\ () an element
v" E V such that 1'.\ ['0 ,\ and

o tor all L iC-l\!~ vol.
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We choose '\:> ° so small that B(f -- 1'0' II) C U, and show that
!if ~ v,,, , < [If - 1'0 l

Suppose that Ilf~ vA!1 ?: II/~ VO I!, Then the outer part

Zo := {v E Z :1/--- v
of the segment

I'J

is convex and, since VA E Z 0 by assumption, nonvoid. There exists a functional,
which separates Zo from the ball B(f, !II ~- Vo"), that is, there exists Lo E X'
such that Lo II = 1 and

sup{Lo(v) : l' E Zo} inf{Lo(v) : v E B(f, !'I - Do 'I)},

whence it follows that

80 := min{8E [0,1]:!II - Vo

Then we have

,/ - Do !I}.

(8)

Lo(voo - f) = inf{Lo(D - f) : v E BC!, Ilf - Do I)} = - Ilf ~ DO'i

= -If~ 1'0
0

ii,

and, therefore, Lo E17( l ~ Do). Since L'o E B(vo , A), the element f - 1'0 is
. /I 0 0

in U and the functional Lo is in 17(/1 - vo), and (8) contradicts (7). Therefore,
we have If - VA I' < / - 1'0 I', which contradicts the fact that Do is a best
approximation for / by elements of V. Thus, the theorem is proved.

Now we give two examples of spaces with property (MP). Let first T be a
compact Hausdorff space. We show that X:= C(T) has property (MP). Let
f c/-c 0 be in C(T) and define M(f) >= {t E T: i j(t)! = Ilfli}. The peak set
17(f) consists of all Radon measures f.1. on T with f.1. 'I = 1, suPP(f.1.) C M(f),
and f ! df.1. = For EO with 0 < EO < lin we define

,/;.(1) := min(f(t) + EO, ~ EO)

j~(t) := max(f(t) - EO, -'f!l + EO).

There is a continuous function p such that 0 ~c~ pet) ,,;; 1,

for t E {t E T :!l(t) c.= lin - EO}

and
pet) = 1

pet) = 0 for tE{tE T:!2(t) = - + EO}.
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gu(t): p(t).f~(t)j (I p(t»ji t )

has the property that M( gu):J M( g) for each g E U
E

: =c {g X: I. g --

E}. Hence, 2( g) C 2( gu) for all g E Ue . Because the sets Ue form a basis of
neighborhoods of the point.l and the mapping 2 is usc, the requirements (a)
and (b) of Definition 4.1. are proved.

Let now X be the space '1 of all sequences x = (x;) which are absolutely
summable, normed by II x' := I;~1 ! x, !. The dual space X' is identical
with I" , the space of bounded sequences. ForfE' X, 2(/) is the set of all h
in Ix such that hi = signer,) for all i with I O. For E 0 define

Li,: {g E' 11 : f-- g

where gu is given by

II
10

if iI I

if If; I
E,

E.

Whenever gu,; cF 0 for an index i E' N, then sign( gi) = sign( gu.,) for all
g E UE , whence it follows that 2( g) C 2C1;u) for all g E UE • Since

I!f -- gu = I I- gu,; 1,= I If; i
1--"1 Iii! <:E

converges to zero for E --,.. 0, the sets UE thus defined form a basis of neighbor­
hoods off, and 11 has property (MP).

In the following the set t'(X') of the extreme points of the unit ball in X'
is provided with the topology which is induced by a(X', .Y). The interior of
a subset A of t'(X') in this topology is denoted by A.

Brosowski and Deutsch [7J introduced a property (A) as follows: A normed
linear space X is said to have property (A) if for each[ft 0 in X there is a
family (gT)TET of elements gT in X such that

(I) For each open subset W of 6'(X') which contains 6(f) there is a
T E' T with 6( gT) C w.

(2) For each T E T,

sup(L(f) : L E 6(X')\6 (gT)}

THEOREM 4.3. Each space with property (A) has property (MP).

Proof Letf be an element in X and we X' a a(X', X)-neighborhood of
2(/). Since each compact convex set in a locally convex space admits a basis
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of convex and open neighborhoods, we may assume that W is convex and
open. Because X has property (A) there exists gT in X such that

In spaces with property (A) the set-valued mapping x -). 6(x) is usc (cf. [7]).
Hence, the set

U := {h r= X : (; (h) C 6( g):

is a neighborhood of f We have o( g) C 6( go) C W for each g E U and,
since "V is a u(X', X)-open convex subset of X', even 27(g) C 27(g.) C W for
all gE U.

Amir and Deutsch [I] called an element Vo of the sphere SeX) a quasipoly­
hech'al point (or (QP)-point) if Vo~ K(ro ,0) n SeX). The space X is called a
(QP)-space if each Do in SeX) is a (QP)-point. The following theorem shows
that the (QP)-spaces have property (MP), and gives a characterization of
(QP)-spaces in terms of a maximum property of 27.

THEOREM 4.4. A space X is a (QP)-space if and only ilfar each X o E X

there exists an E > 0 such that 27(x) C 17(xo) for x EO B(xo , E).

Proof. Let X be a (QP)-space and X o an element in X. For X o = 0 we
have 27(.1'0) =:= B(X') and the statement is trivial. Let now be Xo 7'" O. Then
Yo :=- X o is a (QP)-point of SeX), that is, there exists 8 0 such that

B(yo, 8) n K(yo, 0) C B(O. I).

From K( Yo, 0) =:J B(O, I) it follows that generally

B(yo, 8) n K(yo, 0) =:J B(yo' 8) n B(O, I).

Thus, we obtain

B(yo, 8) n K(yo, 0) = B(yo' 8) n B(O, 1). (9)

Now let y be in SeX) n B(Yo, 0) and Lo in 27(y). In view of (9) there exists
1) > 0 such that for either sign y ± 1)(Yo -- y) is in SeX). Thus, we obtain

1 = LoCv) ~ LoCv) ± 1)Lo(Yo - y)

1 ± 1)Lo(Yo - Y),

whence it follows that L o( Yo) = LoU') =c I, that is Lo E 27(yo). If we choose
E in such a way that°< E < !I X o 1I and II x/I: x I: - Yo:! < 8 for II x -- X O !I < E

we get the statement of the theorem.
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To prove the inverse conclusion let Xo be a point of S(X). By hypothesis
there is E °such that 27(x) C 27(xo) for x E B(xo • E). Now let

X E K(xo • 0) n B(xo , E)

Since 27(x) C 1,'(xo) we obtain

and L E £(x).

I ~~ Xo ,= L(xo) = L(x) --1_ L(xo -- x)

= Ii X --l-. L(xo - x) > x i.,

that is x E B(O, 1). We have proved

K(xo , 0) n B(xo , E) C 8(0, 1),

whence it follows that X o is a (QP)-point.
In [1] the notion of a strongly nonlunar space was introduced. A point

1'0 of the unit sphere S(X) is called strongly non/unar if for each u in K(vo , 0)
there is an x in B(O, I) such that u E K(vo , x), and there exists E > °so that
B(vo , E) n K(vo , x) C B(O, I). The space X is called strongly nonlunar if
each point 1'0 E S(X) is strongly nonlunar. Since in strongly nonlunar spaces
each moon is a Kolmogorov set [I, Theorem 2. I8], Theorem 4.2 may also
be proved by means of the following theorem.

THEOREM 4.5. Whenever X has property (MP) then X is strongly /Jonlunar.

Proof Let Do be in S(X) and u in K(vo , 0). This means L(u - 1'0) °
for all L in £(1'0)' Since £(1'0) is compact, it follows that L(11 - 1'0) a 0
for all L G 1,'(vo). The set

W :,=: LEX' : L(u- co) a(2)

is a neighborhood of 27(co)' Property (MP) ensures the existence of a neigh­
borhood V of Vo and an element Xu in U such that 1,'(v) C 27(x(/) C W for
all v E V. We put Xl; Co - Xu and obtain by construction L(1I -- vo)< °
for each L EL'(Xu) = E(l'o _. Xl)' whence u E K(vo• Xl)'

There exists E ° such that B(vo, E) C V. Let VI be an element of
B(vo , E) n K(vo , Xl)' This means 1\ -. vo ! E and

for each L in 1,'(vo -- Xl)' (10)

We show that I: VI II J. Suppose on the contrary il VI II 1, put V(I: ~=

1'0 + 8(1'1 - 1'0)' and define

80 := max{8 E [0, IJ : 111'0 Ii <; I}.
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Since VI I! ~ 1, the closed segment [vo
o

' VI] is outside B(O, I). By the separa­
tion theorem, there exists a functional Lo E X', I. Lo = I, such that

sup{Lo(v) : v E B(O, I)} .S; inf{LoCv) : v E [Voo ' VI]}'

The supremum on the left side is equal tol L o = I, and since vOo is a common
boundary point of B(O, I) and [ve., ~'1], we obtain Lo(veo) = I = Ii ve. II that
is LoE £(vo). By construction we have Ve E U, whence it follows that

o 0

LoE £(xu) = £(vo - Xl)' From Lo(viI) ~ I and LO(vl ) ~ 1 we obtain
LO(vl -- vo) ~ 0, which contradicts (10). Thus, I: VIii < 1 is proved.

So far the proof has only used properties of the set £(vo - Xl)' This set
does not change if Vo - Xl is multiplied by a positive factor. Passing to

x := ~'o -

we obtain K(vo , x) = K(vo , Xl), X E K(vo , Xl), PX - Vo < E, and an argu­
ment similar to that used in the preceding part of the proof yields X E= B(O, 1).
This completes the proof.

5. (P)-SPACES AND THE CONTINUITY OF THE SET-VALUED

METRIC PROJECTION

Brown [II] called a normed linear space X a (P)-space if for each pair of
elements X, Z E X with II X + z!1 ~ X II there exist positive numbers c and
b such that 11 y + cz!1 ~ II y II for all y with il X - y II < b. The following
theorem characterizes (P)-spaces in terms of a property of £.

THEOREM 5.1. X is a (P)-space if and only iffor every X o , Xl E X the follow­
ing requirement holds: If for all X in the open segment (xo , Xl) the peak set
£(x) is a subset of the hyperplane H(x1 - xo) := {L E X' : L(xl - xo) c= O}
(which is orthogonal to Xl - xo) then there exists a neighborhood U of (Xo , Xl)

such that £(x) C H(x l - xo) for all X E U.

Proof Let first X be a (P)-space and X o , Xl E X such that£(x) C H(x1 - xo)

for all X E (xo ,Xl), and let X 2 be an element of (Xo• Xl)' We define
z : ,-.= 0:(x1 - xo) with

°< cY < min(il X 2 - X o I, [[ X 2 - Xl [DI, Xl - X o [I·

Since L(z) = °for L E £(x2 ± z), we obtain for either seign

I! X 2 [I ~ max{Re L(x2) : L E £(x2 ± z)}

= max{Re L(X2 ± z) : L E £(x2 ± z)}
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Because X is a (P)-space there exist c 0 and a neighborhood U(x~) of X~

such that

il Y ::J_: cz !Y ( II)

For every fixed y, z the function .p(y) : )' yz is a convex function in
y. Hence, it follows by virtue of (II) that yl- yz =, y for all real y
with I y c. That means that for each point y E U(X~) there is a segment
s> (y - cz, y -+ cz), parallel to C''Co, Xl), such that !; x I! == I' y I for all
XES. Hence, we obtain l'(y) C H(xl -- xo), and the set

is a neighborhood of (Xo , Xl) with the property that .E(x) C H(x l - 'Yo) for
all x E U.

Now we prove the converse implication. Let X o , z be elements of X such
that I. X o -+ z X o Without loss of generality, we may assume z O. We
consider two cases.

Let fIrst X o -I }z I, < .1 X o i. Since the function

F(x) : =c I x -- X -;- 1z I'

is continuous and F(xo) 0 by assumption, there is a neighborhood U of
X o such that F(x) 0 for every X E U. Therefore, there exists b 0 such that
with c = 112 the inequality I y _L cz i Y I holds for all y with
Ly -- Xo i! b.

Now we consider the second case Xo ~z ~= XoI,. Put Xl :c- xo '- z
and .p(y) >= X o -+ yz II. Then if; is convex and takes the value X o il at the
three positions y = 0, }, 1; hence, ifl must be constant in the domain
o y I. Thus, each x in the segment (xo , Xl) has the norm X 1'=
II X o ii. Therefore, we have .E(x) C H(x[ xo) for every X in (xo , Xl)'

By hypothesis there is a neighborhood U for (xo , Xl) such that
.E(x) C H(xi xo) for all X E U. Now let X 2 be an element in (Xo , Xl)' We
choose positive numbers band c in such a way that

{X EX: il x - x~ il .< 2b} C U

For each y with I: Y - X 2 il < b the inequality

and c < bid z

y -+ cz -- x 2 1,:; II Y - X 2 -i ell z II < 2b

holds, and, therefore, y -+ cz is in U. Hence, we have
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II y il :): max{Re L( y) : LEO .E(y + cz)}

~~ max{Re L(y + cz) : L E: L(Y + cz)} = i,l Y + cz Ii.
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Generally, when so constructed, V is not a neighborhood of X o ' Yet the
numbers band c obtained above are also applicable for X o as we shall now
see.

For fixed Y and z the function <j;(y) == :1 Y - yz I: is convex, and, hence,
the difference f(y) := <j;(y) - <j;(y -:- c) is monotone nonincreasing. Let now
Y be such that

il y - X o II < b,

Then

Yo:= X 2 - Xo II/II z I: and Y1 := Y + YoZ.

and

! Y1 - X 2 ii ,= II Y - X o .i

!)' - I' y --'- ez II = <j;(0) - <j;(c)

:): <j;(yo) - <j;(yo -+ c) = II y + YoZ I! - I! Y + YnZ + CZ./

= II Y1 II - !!)'1 + CZ I :): 0

as was shown in the preceding part of the proof. Thus, the theorem is proved.
By means of this characterization we can now exhibit a class of (P)-spaces.

THEOREM 5.2. Each (QP)-space X is a (P)-space.

Proof. Let Xo , Xl be elements of X such that .E(x) C H(x1 - x o) for all
X in the segment (xo , Xl)' Since X is a (QP)-space there exists by virtue of
Theorem 4.4. for every X E: X a neighborhood Vex) such that .E(y) C .E(x)
for all )' E: Vex). The set

U:= U Vex)
J~o:(;rO,xl)

is a neighborhood of (xo , Xl) with the property that .E(y) C H(x1 - xo) for
every Y E: U.

Now we define for convex sets a property (P) and show that this property
is strongly related to (P)-spaces.

DEFINITION 5.3. Let V be a convex subset of X. Then V has property (P)
if for every X E: V, Z E: X with X + z (= V there exist positive numbers c and
b such that Y + cz E V holds for every y E V with 1/ y - X I! < h.
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LEMMA 5.4. X is a (P)-space if and only if the closed unit bal!
B(X) := {x EX: II x Ii I} has property (P).

Proof Let X be a (P)-space, x E B(X) and Z E X such that x Z E SeX).
If x is in the interior of SeX), then there exists E 0 such that
{y EX: x- y Ii < 2E} C B(X), and with b :c= Eand c > Z II the require­
ments of (5.3) are fulfilled. Let now x be a boundary point of SeX). Then
x + Z E SeX) implies il x -'- Z II x i. and, since X is a (P)-space, there
exist positive numbers band c such that y T CZ Y for all y with
il y -- x <: b. Therefore, y cz IS in B(X) for all y E B(X) with
II J' - x b.

Let now B(X) have property (P) and let x, 2 be in X such that
il x + 2 II x Ii. We may assume x 'F O. Define Xl := x II and 2 1 :=

x ,I. Then Xl is in the boundary of B(X) and Xl + 2 1 E B(X). Hence, there
exist b1 0 and CI 0 such that y+- CIZ1 E SeX) for all Y E B(X) with
I: y -- Xl I < bl . For y with [I y =.= I, this implies that Y + CI 2 1 ;: I.
Choose b with 0 < b < 1 so that II Y/II Y Xl il <: bi holds for all y with
II y - Xl II <: b and define c := (J -- b) . C1 . Then for ally with Ii y - Xl < b
the inequality

y CZI il = Ii Y !I
y

II J' ii .r
IIY

holds, since Y 11 0( C1 and :1 Y/II y - Xl < bi . Hence, we obtain finally
II y + cz II 0( II y II for all y with II y - X II < b x Ii·

Examples of sets with property (P) are linear subspaces, finite dimensional
convex polyhedra, and intersections of finite families of half-spaces. Now we
are ready to prove the continuity of the metric projection associated with
sets having property (P).

THEOREM 5.5. Let X be a (P)-space and V an approximatively compact
convex subset with property (P). Then the set-valued metric projection P v
associated with V is continuous.

Proof Since V is approximatively compact, P v is usc by a theorem of
Singer [14, p. 386]. Suppose that P v is not lsc. Then there exist fE X,
VI E Pv(f) and E1 0 such that the set

is not a neighborhood of f, that is, there exists a sequence In which con­
verges to f, such that

for all n.
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Let Vn be elements of PyUn)' Since V is approximatively compact, a subse­
quence 1'n converges to an element V2 e V, which is in Py(f).

The clo'sed segment [VI' V2] is a subset of Py(f) since Py(f) is convex.
Define

SI := {v e [VI' V2] : For each neighborhood W of v the set

Py(j~) n W is nonvoid for infinitely many n}.

By construction we have VI rf: SI and V2 e SI . Now we show that SI is closed.
Let V3 be a cluster point of SI and Wa neighborhood of V3 • Then there is an
element V4 in SI such that W is also neighborhood of v4 . Hence,
PyUn) n Weft 0 for infinitely many 11.

Since SI is closed there is a maximal ein [0, 1] for which

is in SI . By virtue of VI $ SI and V2 e SI we obtain e< 1 and

Now we have VI = Ve + z e V and, using VI , Ve e Py(f),

U - VI il = !II - Ve - z il ~ lf - Ve II.

Since V has property (P) there exists b > 0 and c > 0 such that v + cz e V
for all Ve V with II v - Ve il < b. Since X is a (P)-space, there exist b > 0
and c > 0 such that il g - cz il ~ II g i for all g e X with il g - U - vo)11 < b.
(Obviously, we may choose band c so that they are applicable for both
statements.)

Since Ve is in SI' there exists a subsequence In. and elements Wi in
PvC fn) such that lim Wi = Vo · We may assume II Wi - Ve II < b/2 and
Un' -'- II! < b/2. Then we obtaini .

'IUni - 11';) - U - co)11 ~ Ilfni - fli + II 1I'i - Co II < b,

whence it follows that

Now we have Wi + cz e V and Wi e Py(j~J, which yields Wi + cz e PyUn)'
Therefore, Vo + cz = lim(wi + cz), and, hence, Vo + cz e SI. This contr~­
diets the assumption that e was the maximal number such that Ve e SI .
Thus, we have proved that P v is lsc.

Finally, we show by an example that Theorem 5.5 is not correct if the
hypothesis that V has property (P) is omitted. We note that this example
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also shows that the conclusions (a) c> (b) of [8, Theorem 6] and (A) (B)
of [9, Theorem 2] are not valid.

Let X be the space R3 provided with the maximum norm

X:l I)·

For V we take the cone

X/,O

which fails to have property (P). We determine P v along the straight line
{(l, X 2 , 0) : 'Y2 E R], and obtain that Pv is the whole segment [(0, 0, 0), (0, 0, l)]
for I X 2 I c( 1, and P v is just one point of the circle

{(Xl' X2' 1) EO' R:l : (Xl + 1)2 f- X 2
2 =~ I J

for! X2 I > 1. Thus, Pv fails to be continuous.
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